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AI-toolbox for support in medicines regulation

• M-RECON – medicines regulatory context engine

• PICROSS – product information cross search

• PACKSIM – package similarity search

• SCHEMA – SMILES chemical embeddings map

• REGULUS – regulatory universal support

AI@MPA toolbox



IT and information security

• Use of several overlapping safety 

principles

o encryption, access restriction and 

immediate deletion of uploaded 

information

o documents from the dossiers containing 

intellectual property from applicants, 

and assessment reports with non-public 

regulatory positions, can be safely used 

as index documents for the semantic 

mapping of regulatory context.

Kubernetes back-end

• Language models

• Vector databases
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AI@MPA toolbox –Our users

• Toolbox is used by 24 agencies in the 

European network 

• To get access

o All EU/EES NCAs invited 

o Email: gabriel.westman@lakemedelsverket.se
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Key LLM concepts



• LLMs are primarily trained for 

plausible text generation –

not to be truthful

• Work best as conversational 

agents and text generators

• Reasoning skills vary

• Hallucinations are common

LLM capabilities and limitations



• In-house deployed and secure service for generative AI

• Based on open-weights LLMs

• Three assistant services: Open assistant, Document assistant and 

Regulatory assistant

• Reads text documents (Word, PDF etc.), images (scans and photos) and 

audio for transcription

REGULUS - Regulatory universal support





• Open, multi-stage chatbot that can answer general-knowledge questions, 

process user-provided information and provide simple drafts

• Due do model data-lock, it is not useful to ask for recent information or 

current events

o Proposed use case #1 – ask for a help in understanding a scientific concept that you are not 

fully familiar with. Ask follow-up questions to adjust the level of detail in the answer to match 

your learning needs.

o Proposed use case #2 – paste a long incoming e-mail and ask for actions points.

o Proposed use case #3 – ask for a linguistic review of a short text you have written, possible 

including translation

Open assistant





• Intended for long-context document processing

• Maximum context length 100 000 tokens (approx. 75 000 words)

o Proposed use case #1 – upload a document and ask for a summary

o Proposed use case #2 – ... ask for a translation into a language of your choice

o Proposed use case #3 – upload two documents and ask for a comparison from an aspect of 

your choice (e.g., congruence, conformance, pros- and cons)

Document assistant



• Technique for grounding 

LLM output in a pre-

defined information source

• The input question is used 

to perform a semantic 

search in a vector 

database

• Output is generated from 

the semantic matches only

Retrieval-augmented generation





• Vector database with EU 
and US regulatory 
landscape for medicines 
and medical device 
regulation

• Great for searching for 
information contained in 
specific documents

• Not good for horizontal 
comparisons

Regulatory assistant



• LLM output must be reviewed to 
mitigate risks of incorrect or 
incomplete output
o See it as a junior colleague

• Aim for use cases where ”90% 
right” is a good start (rather than a 
10% risk of catastrophic failure)

• Beware of difference between 
valuable output and ”imitation of 
work”

Notes on generative AI



• Aim - to identify relevant guidelines (and approved 
products of relevance for a specific procedure)

• Ambition to include EMA product information (v)

• Search is best initiated from documents in the 
application dossier

• Search results most valuable for non-experienced 
assessors and those working horizontally across 
therapeutic areas.

• Academic paper published
(Bergman et al., PLOS ONE, 2023)

M-RECON - semantic document-level 
matching for medicines regulation





M-RECON database content

• EMA guidelines (h)

• EPARs (h)

• EMA qualification opinions/letters 

(h)

• FDA regulatory guidance (h)

• US product information (h)

• EMA guidelines (v)

Example: EMA guidelines matched to the 

clinical meropenem/vaborbactam dossier



Piecewise semantic document matching
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SCHEMA - SMILES chemical embedding map

• Chemical substance semantic similarity search (based on transformer-model embeddings)

• Reads molecule structure images, SDF and SMILES strings

• Intended use – complementary tool that may provide early input into safety profile of a new 

chemical entity







Thank you for listening



PICROSS – product information cross search

• Enables both lexigraphic and semantic search of product information



Cluster id Spread
Number of 

sentences

Number of unique 

sentences

10 0,46 1316 425

(n=281) Do not take a double dose to make up for a forgotten dose.

(n=89) Do not take a double dose to make up for a forgotten tablet.

(n=34) Do not use a double dose to make up for a forgotten dose.

(n=24) If you miss a dose, take it as soon as you remember.

(n=18) If you forget to take a dose, take it as soon as you remember.

(n=17) Do not inject a double dose to make up for a forgotten dose.

(n=16) Then take your next dose at the usual time.

(n=15) Do not take a double dose to make up for forgotten individual doses.

(n=15) Then take the next dose as usual.

(n=15) If you forget for more than 12 hours, simply take the next single dose at the usual 

time.

Product information embedding space



RADAR
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